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**Resumen:** los lenguajes controlados asociados a las normas para la construcción de tesauros, así como los modelos computacionales y sus diversos procedimientos, hacen posible la creación de un procedimiento para la automatización de tesauros en las bibliotecas asociadas a la Red TIC del Proyecto VLIR en Cuba. Se destaca en el trabajo la aplicación de métodos matemáticos y las diversas técnicas como la *Ley de Zip*, *TF-IDF*, *N-grams* y *Stop World* *Elimination*, aportando un enfoque mixto predominantemente cuantitativo. La creación de un procedimiento que proporcione la transformación de los vocabularios controlados en un lenguaje interoperable, facilita la indización y la recuperación eficiente de la información, erradicando las problemáticas relacionadas a dichos fenómenos informacionales.
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**Abstract:** The controlled languages associated with the standards for the construction of thesauri, as well as the computational models and their various procedures, make possible the creation of a procedure for the automation of thesauri in the libraries associated with the ICT Network of the VLIR project in Cuba. The application of mathematical methods and the various techniques such as Zip Law, TF-IDF, N-grams and Stop World Elimination are highlighted in the research, providing a predominantly quantitative mixed approach. The creation of a procedure that provides the transformation of the controlled vocabularies in an interoperable language, facilitates the indexing and the efficient recovery of the information, eradicating the problems related to said informational phenomena.
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# Introducción:

En los últimos años se ha evidenciado un crecimiento de la producción documental en el ambiente digital. Lo anterior supone el empleo de nuevas técnicas para el procesamiento que satisfagan necesidades de los usuarios y sistemas de información. Ante estos cambios se hace necesario, que tanto el emisor como el receptor de la información, logren entenderse en un entorno, en el que cada vez existe mayor auge del documento electrónico, lo que conlleva al aumento del ruido, que entorpece el proceso de comunicación. Para dar respuesta a esta necesidad surgen los lenguajes documentales, (Martín, 2009) los define como “sistema artificial de signos utilizados en las operaciones de indización que permite la representación de contenido documental para su posterior recuperación, sirviendo como medio para la interrogación, recuperación y difusión de información pertinente para el usuario.” Con base en lo expuesto se tiene a la indización como un proceso comunicacional (figura 1).

Los tesauros y otros lenguajes controlados impresos en formatos duros y gestados por bases de datos, son el punto de mira de la mayoría de las investigaciones encaminadas a estudiar su uso en la Web 3.0. Para ello se han evolucionado de grandes sistemas de etiquetado, hasta sistemas que sirven de soporte a la Web 3.0 mediante el uso de tecnologías de última generación, entre las que se encuentra *Extensible Markup Language*[[1]](#footnote-1) (*XML*), *Resource Description Framework*[[2]](#footnote-2) *(RDF),* *Web Ontology Language*[[3]](#footnote-3) *(OWL)* y *Simple Knowledge Organization System*[[4]](#footnote-4) *(SKOS).*

*SKOS* permite aprovechar la estructura base y el contenido de los esquemas conceptuales. De estos últimos se valen las listas de encabezamiento de materia, taxonomías, folksonomías, esquemas de clasificación, terminologías y tesauros para la descripción de los contenidos orientado a mejorar los sistemas de organización del conocimiento. Un tesauro que se represente mediante *SKOS* mantiene sus propiedades, al contar con un lenguaje de alto nivel y exigencia lógica como *RDF* se pueden vitalizar mejores lenguajes e interconectar los desarrollados y especificados por *SKOS.*

Los cambios que han operado en la concepción de la web y de los sistemas de información documental, hacen necesaria la búsqueda de metodologías eficientes para que los sistemas soportados en lenguajes controlados, evolucionen a sistemas cada vez más eficientes. Dichos procedimientos para el ámbito de la web semántica han sido descritos por varios autores como: (Pastor, 1992), (Moreiro y otros, 1999), (Pastor, 2009), (Fernández, 2010) y (Cavieres y otros, 2010), sin embargo, ninguno es eficiente para una red de bibliotecas, dado que sus aportaciones solo han sido usadas en determinados dominios o en determinados contextos y en una red de bibliotecas abunda la pluralidad de metodologías y formas de construcción de léxicos. Por ello constituye un reto resolver este problema para una red de bibliotecas universitarias como las de la Red TIC del Proyecto VLIR en Cuba.

Las primeras aproximaciones a estos trabajos surgen en la década del 60 en los Estados Unidos (EE.UU.) en actividades de las Ciencias de la Computación, conducidas a la extracción de palabras clave relacionadas con la actividad de recuperación de información. Estos aportes han evolucionado hasta hoy con las transformaciones de las estructuras de marcado para ontologías, traducidas en diferentes esquemas de organización de la información. Por ello, procesos de construcción automática mediante técnicas incrementales son ineficientes hasta para la construcción de léxicos controlados. Su alto apego a la lógica y su poca sensibilidad a los contextos y los dominios los hace inoperantes en algunos contextos.

La Red TIC del Proyecto VLIR está compuesta por diversas bibliotecas universitarias con diferencias en recursos humanos, tecnológicos y sus usuarios. En dichas bibliotecas existen dificultades para la recuperación de la información y para la interoperabilidad semántica de sus contenidos y/o documentos. No todas las bibliotecas indizan por igual, se cometen errores y falta de consistencia en los procesos de indización. La inadecuada ejecución de estos procesos dificulta la eficiencia de la recuperación de información, lo que influye en el desempeño de las plataformas usadas para gestionar la información en la red.

Estas características imponen un reto al intentar desarrollar cualquier proceso normativo en el terreno de la indización para un entorno complejo y pluridisciplinar, siendo la primera vez que se asume un trabajo en Ciencias de la Información en la Universidad Central “Marta Abreu” de Las Villas (UCLV) desde la lingüística computacional para resolver problemas de la recuperación de la información. Aportando procedimientos de índole teóricos en la indización, y a la vez introduciéndose en parcelas de las Ciencias de la Computación para resolver problemas de la Red TIC del Proyecto VLIR desde una óptica multidisciplinar.

**Antecedentes:**

Se realizó una búsqueda a nivel nacional e internacional sobre investigaciones vinculadas a la materia que se trata en el trabajo. Esta exploración arrojó resultados favorables a nivel internacional, sin embargo, no existen trabajos de este tipo en el país:

* “Generación automática de tesauros. Propuesta de un método lingüístico-estadístico” (Moreiro et al., 1999). Se persigue diseñar y construir una plataforma de gestión de repositorios (tesauro de software) capaz de almacenar, procesar, gestionar y recuperar cualquier tipo de documento, sin importar su presentación, soporte y forma de acceso, para lograrlo se apoyan del tesauro de descriptores.
* “Proyecto de indexado automático para documentos en el campo de la física de altas energías” (Montejo, 2001). Dirigido por el Laboratorio Europeo de Física de Partículas (CERN) en Ginebra (Suíza) y encaminado a desarrollar un sistema automático de indexado por asignación. El indexado por asignación consiste en la selección de palabras clave dentro de un léxico controlado (en este caso un tesauro) que describan y resuman los conceptos más importantes tratados en un texto dado. El sistema propone palabras clave según el tesauro del laboratorio alemán *DESY* (Deutsche Elektronen-Synchrotron) a partir de artículos completos en inglés relacionados con Física de Altas Energías.
* “*Building a web thesaurus from web link structure*” (Creación de un diccionario de sinónimos web a partir de la estructura del enlace web) (Chen et al., 2003). Se propone un enfoque novedoso para la construcción automática de un tesauro específico de dominio desde la Web, utilizando información de estructura de enlace. El enfoque propuesto es capaz de identificar nuevos términos y reflejar la última relación entre los términos a medida que la Web evoluciona.
* “Los Tesauros en la Web Semántica: *SKOS* y la norma ISO 25964” (Pastor, 2015). Una lectura crítica de los procedimientos para la automatización de tesauros atendiendo a la aplicabilidad de la Norma ISO 25964 en SKOS.
* “*Building thesaurus-based knowledge graph based on schema layer*” o “Elaboración de un gráfico de conocimiento basado en tesauros apoyado en la capa de esquema” (Qiao et al., 2017). Usa técnicas de Big Data a partir de la función MapReduce[[5]](#footnote-5) para construir tesauros, las herramientas que sustentan ese desarrollo son los procesos de construcción de grafos a partir de reglas y heurísticas.

1. **Métodología:**

Se utilizaron para la discriminación de términos, las técnicas de selección de Rasgos, utilizadas en la Construcción de Tesauros:

1. **Stop world elimination:** esta técnica consiste en eliminar aquellos vocablos sin significado autónomo también llamados frecuentemente palabras de parada (stop words) (Salton y McGillm, 1986). Generalmente este tipo de palabras tienen altos niveles de aparición en textos ya que son las que comúnmente sirven de enlaces y como complementos preposicionales. Las palabras vacías tienen una alta frecuencia de aparición y son difíciles de discriminar (Rijsbergen, 1979), (Sahami y otros, 1988), por tanto, en la construcción de tesauros se aconseja su eliminación. En el trabajo posibilitó eliminar aquellos vocablos sin significado autónomo.
2. **Umbral de frecuencia de términos y Ley de Zpif:** es una técnica muy simple que se encarga de seleccionar las palabras que más se repiten en un dominio lingüístico o un corpus documental. Se conoce que sus postulados están asociados a las actividades computacionales realizadas por (Lunh, 1958) y (Lanquillón, 2002) calculando la frecuencia de ocurrencias de términos para determinar la representatividad de estos en una comunidad, de esta manera los vocablos que presenten menos frecuencia de aparición en un corpus pueden ser eliminados por ser poco representativos. (Sahami y otros, 1988) ha estudiado la ley de (Zipf, 1949) observando que es posible seleccionar con 50 %, de efectividad si se suprimen los términos que tienen o muy alta o muy baja frecuencia de aparición, todo esto está en dependencia del umbral que se delimite o sea la cantidad de términos que se desean obtener. En el trabajo se utilizó para obtener la frecuencia de términos en un corpus de una especialidad.
3. **Método N-grams:** este método se ha utilizado para construir expresiones compuestas a partir del tamaño de las cadenas de caracteres de longitud fija. Con N-Grams se realiza un filtrado de término muy similar a los que se realizan con la ley de Zipf y el TDF-IDF, de esta manera se calcula la frecuencia sobre cadenas de caracteres de una longitud antes preestablecida. En el trabajo facilitó obtener frases sustantivadas y frases compuestas en los tesauros.
4. **Frecuencia inversa de documento y TF-IDF:** esta medida ha sido utilizada en los trabajos de (González y otros,1999) y (Gil, 2017), el valor discriminante de un término se obtiene no de aquellos que poseen alta frecuencia sino de los que tienen frecuencia inversa o sea los términos menos frecuentes. En el trabajo permitió conocer la calidad de los términos en el corpus.
5. **Resultados y discusión:**

# Procedimento para transformar en tesauros los vocabularios controlados de las bibliotecas asociadas a la Red TIC del Proyecto VLIR en Cuba.

## **Procedimiento para la construcción de Tesauros**

Tipo de Procedimiento: el tipo de procedimiento es semiautomático porque hay intervención humana, imprescindible para la iniciación del proceso global de construcción de un tesauro, es decir, existe mediación humana sin dejar todo el proceso al instrumento de inteligencia artificial. Ofrece mejorías al proceso de recuperación de información proporcionando una riqueza de componentes lingüísticos, generando de forma automática representaciones de un dominio y por consiguiente utiliza técnicas de origen tanto informático, estadístico y de inteligencia artificial, sin dejar a un lado las pertenecientes a las Ciencias de la Información.

Para introducir cada de una de las etapas por la que atraviesa este apartado se presenta un diagrama de flujo (figura 2), medio imprescindible que representa el curso de un proceso desde que inicia hasta que termina y se considera útil para ubicar al lector sobre los contenidos abordados en el trabajo.

## **Fase 1. Selección del Corpus**

La primera fase se inicia empleando técnicas de recuperación de información desarrolladas en el ámbito de la lingüística de corpus, disciplina que ha mostrado su utilidad en proyectos a gran escala como las dos fases de *ACQUILEX*[[6]](#footnote-6)(Adquisición de conocimiento léxico para sistemas de lenguaje natural) o, a menor escala dentro del mundo de los lenguajes documentales, los que pretenden generar clasificaciones, tesauros u ontologías.

Un corpus, para (Bowker y Pearson, 2002), puede ser descrito como “una gran colección de textos auténticos que han sido compilados de forma electrónica de acuerdo a una serie de criterios previos”. Por lo demás, la lingüística de corpus queda definida como “el estudio del lenguaje basado en ejemplos extraídos a partir del uso del idioma en la “vida real” (Mcenery y Wilson, 1996). Biber y sus colaboradores describen los estudios de corpus de manera más concreta, y explican que estos consisten en análisis empíricos de una amplia colección de textos reales, para los que el investigador hace uso extensivo de material informático y aplica técnicas de análisis tanto cuantitativas como cualitativas. Con todas estas características, la lingüística de corpus atraviesa, hoy por hoy, un momento de creciente popularidad dentro del ámbito de estudio de la lexicografía (Biber y otros, 1998).

Existe una gama, cada vez más variada de corpus (Bowker y Pearson, 2002):

1. Corpus genéricos frente a corpus especializados
2. Corpus escritos frente a orales
3. Corpus monolingües frente a multilingües
4. Corpus sincrónicos frente a diacrónicos
5. Corpus abiertos frente a cerrados
6. Corpus de aprendices
7. Corpus impresos frente a los electrónicos

Todos estos corpus han permitido, además, la realización de diversos análisis. Con el corpus se ha profundizado en los ámbitos de la gramática, la semántica, la pragmática, el análisis discursivo, la lexicografía, la sociolingüística, la lingüística histórica, la traducción y la documentación, por medio de la representación del conocimiento.

En estos campos, el análisis de corpus es puramente descriptivo (frente a las aproximaciones de introspección propias de la gramática generativa) y se afana por identificar las asociaciones que rigen el funcionamiento de los diversos componentes textuales.

La lingüística de corpus orientada a la investigación textual intenta identificar y analizar patrones de uso (estructuras y rasgos lingüísticos) y correlacionarlos con variables extralingüísticas que puedan determinarlos. Para ello emplea técnicas de análisis cuantitativas y cualitativas: dentro de las primeras, pueden mencionarse programas de concordancias (ocurrencias de determinado tipo en un corpus), estadísticas (extensión oracional, número de palabras, etc.), búsquedas diversas (listas de palabras, índices, etc.). Ilustraremos el modo de trabajo de la lingüística de corpus con un modelo desarrollado en los últimos años por Douglas Biber, Finnegan, Susan Conrad, entre otros. Estos autores han propuesto un método para estudiar la variación textual –o registros– llamado análisis multidimensional: se basa en córpora que representan el rango total de los esquemas mayores de concurrencia en una lengua (Biber y otros, 1998).

Uno de los pilares fundamentales referente a la creación de un corpus son los criterios que deben guiar su diseño para que sea realmente representativo de la lengua que, valga la redundancia, representa. ¿Qué variedades de uso de la lengua debe incluir? ¿En qué proporción? ¿Cuál debe ser el tamaño de un corpus para que, realmente, represente una lengua o, mejor dicho, el uso que sus hablantes hacen de ella?

Este tipo de consideraciones son las que deben guiar los criterios de recopilación de los textos incluidos en el corpus. Aunque la literatura sobre este campo es extensa, la realidad es que hasta la fecha, casi todos los corpus se han diseñado con criterios internos al proyecto en cuestión, y sólo en determinados casos (*British National Corpus*[[7]](#footnote-7), *Birmingham Collection of English Text*[[8]](#footnote-8), Corpus CUMBRE o el Corpus *ARTHUS*[[9]](#footnote-9)) se han hecho públicos los criterios de selección de los textos incluidos en el corpus (Pérez, 2002).

Representatividad, estandarización y tipología de los corpus han sido tres de los temas más debatidos entre la comunidad científica, con opiniones diversas recogidas en varios artículos y propuestas, algunas de ellas hechas en el seno de importantes proyectos europeos (Atkins, 1992), (Eagles, 1994), (Eagles, 1996a), (Eagles, 1996b), ( Biber y otros, 1998). En *EAGLES*, por ejemplo, Sinclair define unos criterios mínimos que deben cumplirse para que un conjunto de textos en formato electrónico pueda ser considerado un corpus (cantidad, calidad, simplicidad y documentación), y clasifica los diferentes tipos de corpus que pueden existir, para así diferenciarlos de las colecciones de textos o los archivos (archives), ya que estos últimos no cumplen alguna de ellas:

1. El corpus debe ser tan grande como sea posible, teniendo en cuenta las posibilidades tecnológicas de la época.
2. Debe contener ejemplos de gran cantidad de tipos, con el fin de contemplar todas las posibles representaciones.
3. Debe ser una clasificación intermedia entre géneros.
4. Los ejemplos (cada fichero) debe tener un tamaño representativo.
5. Debe tener una fuente clara y válida.

La mayoría de los corpus usados por la comunidad científica no se ajustan a alguna de estas recomendaciones, aunque existen ya muchos proyectos que siguen las líneas de trabajo marcadas por *EAGLES.* Las dos primeras recomendaciones hechas por *EAGLES* recogen la polémica suscitada hace unos años a la que muchos se referían como calidad vs. cantidad, es decir, aquellos que daban más importancia al hecho de que el corpus fuera representativo y equilibrado y aquellos que, además, destacaban la importancia de que el corpus fuera lo más cuantioso posible (Pérez, 2002).

Por razones de tiempo no se pudo profundizar en esta polémica, aunque ambas argumentaciones tienen parte de razón, ninguna postura debe ser llevada a extremos. Se ha enfatizado en la representatividad del corpus, independientemente de qué textos o partes de textos han de incluirse o excluirse y los criterios que deben guiar la composición y el diseño del corpus, pero la representatividad sigue siendo un concepto bastante vago. Los estudiosos no parecen ponerse de acuerdo en cuáles son los rasgos (o los tipos de textos) que representan una lengua, ni qué proporción o que variables (número de lectores/ oyentes, amplitud geográfica de distribución, etc.) deben guiar la inclusión o exclusión de textos.

La selección del Corpus es la etapa más compleja del desarrollo de un tesauro. En esta etapa ocurre la formación del corpus que ha de servir de sustento al tesauro. Es recomendable seleccionar un corpus si y solo si es necesario construir un tesauro desde el inicio por no existir léxicos de referencia.

Esta fase se divide en dos sub-fases básicas: la evaluación y el etiquetado.

1. La evaluación de la fuente de información de donde se va a extraer el corpus en forma manual o mediante herramientas. Las evaluaciones de las fuentes llevan el análisis de los aspectos siguientes:
2. **Autoridad:** este aspecto se relaciona con la identificación correcta del autor del documento donde se van a extraer los términos. Es importante revisar la calidad de: título, reputación, experiencia y currículum. Hay que valorar conocimiento y experiencia del autor o autores, además la reputación de la organización de la que se deriva la información, siendo un indicador potente de la fiabilidad y credibilidad de la información.
3. **Ámbito temático:** especialización en relación con la temática que trata el tesauro ejemplo: bioquímica, genética, microbiología, biofísica y biología molecular, etc.
4. **Audiencia a la que va dirigida la fuente:** es importante saber si el tesauro se dirige a: investigadores, estudiantes, académicos y científicos.
5. **Actualidad:** otro aspecto importante es la actualidad de la información y la frecuencia o regularidad de su actualización en determinadas áreas temáticas. Esto propicia actualización y cubrimiento léxico.
6. **Exhaustividad y cobertura:** la construcción de un léxico incluye la valoración del nivel de profundidad y exhaustividad con que se cubre el tema en cuestión, lo que influye en la calidad de los candidatos terminológicos.
7. **Objetividad, falta de sesgo:** relacionada con el propósito con el que se ha escrito la información, debe tenerse en cuenta a la hora de interpretar y usar la información. Internet se ha convertido en una herramienta muy importante de publicidad y *marketing*, por lo que es aconsejable preguntarse por qué el autor ha puesto esa información en la red. Datos sobre la afiliación o autoría del recurso nos alertarán sobre un posible sesgo o un punto de vista parcial de la información dada.
8. **Información primaria o secundaria:** hay que saber distinguir si es una fuente de información original, que contribuye a algo único sobre el tema, o apenas contiene información y sólo incluye enlaces.
9. **Documentación de apoyo:** todo concepto que se coloque en el tesauro lleva una nota de alcance y definición; por tanto, toda fuente de la que se tome información tendrá asociados las referencias y las fuentes bibliográficas que le han servido de constituyente.
10. **Calidad de la escritura y sintaxis:** que el texto esté bien escrito, con una buena gramática, sin faltas de ortografía, es importante para que el proceso etiquetado y extracción de términos sea correcto. Los errores de sintaxis y gramaticales pueden indicar una falta de cuidado en la redacción del texto, y son elementos importantes para los procesos de construcción del léxico.
11. **Metadatos:** se necesita información estructurada. La descripción de la información se refleja en los metadatos y estos son el sistema principal para realizar los intercambios con otros sistemas.
12. El etiquetado es el proceso que obliga la colocación de etiquetas xml en el texto si se desea obtener términos de cada elemento retórico del texto. En el caso del sistema de léxico que se presenta usa el etiquetado automático mediante una herramienta computacional.

**Fase 2 Técnicas Discriminantes *(AntConc)***

**Control del Léxico:** Para la construcción de un tesauro es imprescindible el proceso de identificación y adquisición de los componentes más representativos de un dominio. Este proceso es integrado por una serie de subprocesos: análisis léxico (AL), tratamiento de palabras vacías (TPV), tratamiento de términos flexionados (TTF), tratamiento de palabras compuestas (TPC) y filtrado de términos (FT). Cada uno de ellos ha sido tratado por Moreiro (1999) y teniendo en cuenta la praxis internacional son redefinidos (figura 3).

Una de las herramientas que permiten este proceso es el *AntConc*. Los pasos que se deben seguir son:

1. Abrir el programa, en el interfaz de *Google*, escribir *AntConc* y seleccionar la versión correspondiente a *Windows: AntConc 3.2.1.*
2. Seleccionar el corpus (debe estar bien diseñado y compilado para evitar falsos o erróneos análisis de los resultados) y exportar a un documento en formato *.txt* para ser visualizado en el programa.
3. Abrir el documento .*txt* y remitirse a la opción *Start* para generar la lista de palabras que aparecen ordenadas por frecuencia (figura 4).
4. Eliminar las palabras vacías del corpus documental, denominado *stopword list,* dígase artículos definidos e indefinidos, numerales, adverbios, así como palabras de contenido muy general. Para ello lo primero es crearse un archivo en texto plano *(.txt)* en el Bloc de Notas con todas las palabras que se desea que no aparezcan en el listado, deben estar separadas por coma o por saltos de párrafos como fue el caso del usado en el trabajo. Desde la pantalla principal de *AntConc* (figura 5), remitirse a *Tool Preferences*, en el cuadro de *<Category>* desplegado en el panel izquierdo superior de la ventana, seleccionar la opción *<Word List>*, dentro del cuadro de sus preferencias conocido como *<Word List Preferences>* en la categoría *<Other Options>,* marcar la casilla *<Treat all data as lower case>*, seguido a esto remitirse a *<Word List Range Options>* y al lado de la opción *<Add words from file>* clicar *<Open>* para recuperar el fichero *.txt* que contiene la lista de exclusión, finalizar con la opción *<Apply>* y generar nuevamente el listado de palabras y observar los resultados, (figura 6).
5. Ordenar los resultados: en la opción *Sort* seleccionar el orden que se desea asignar (frecuencia, alfabéticamente, rango, entre otros), en el trabajo se organizaron alfabéticamente (figura 7).
6. Establecer en la opción *Clusters/N-Grams* los tamaños de los *N-grams* y *Cluster* que utiliza un algoritmo *k-means* y dar en la opción *Start* para cargar los cambios ejecutados. En el caso presentado se empleó un trigrama de nivel de palabra porque mientras mayor es el tamaño del *N-grams* y *Cluster* mayor significado se obtiene (figura 8).
7. Guardar los listados: ir a la opción *File,* en su menú desplegableelegir *Save Output Text File*. Los datos se guardan con vista a recuperarse sin tener que cargar nuevamente los textos (figura 9).

Las técnicas aplicadas por Moreiro en investigaciones no son eficientes, sin embargo, algunas se utilizaron en el trabajo. Para la organización de los conceptos se procedió a usar la ley de *Zipf,* con el objetivo de conocer la frecuencia de palabras que existen en el corpus, luego se aplicó la técnica *stop word elimination* para suprimir las palabras vacías. Se empleó un *TF-IDF* con el fin de obtener los términos de mejor calidad lingüística, a partir de la frecuencia inversa de las palabras en los documentos, esto arroja los términos candidatos. La discriminación de los términos termina por el proceso de obtener cluster para analizar la pertenencia de los términos a diversos grupos, para ello se utilizó el algoritmo *K*-means, que permite agrupar los conceptos en *cluster* con un umbral definido, en este caso 3.

Se trabajó con el método de *N-Gramas* donde se obtuvieron trigramas para secuenciar caracteres en las estructuras lingüísticas y obtener mayores cuotas de significado, dividiendo la población de términos en grupos homogéneos en función de las características morfo- lingüísticas. Otras técnicas que constituyen heurísticas o algoritmos de *Stemming* no son utilizadas por no usarse en estos procesos corpus de contrastes o corpus previamente etiquetados de alto niveles de especialización.

Se propone evaluar el agrupamiento usando medidas de precisión y recobrado:

* Precisión; evalúa si los términos pertenecen o no al cluster que los agrupa, *a* constituye los términos agrupados en el cluster y *b* los términos que no pertenecen al cluster.

**Ecuación 27. Precisión**

* Recobrado o *recall*; se evalúa mediante el cociente de los elementos que corresponden al cluster y los falsos negativos, es decir los elementos que fueron separados en el agrupamiento pero que pragmáticamente pertenecen a él. Donde *a* constituye los términos agrupados en el cluster y *c* los términos que de alguna forma han sido excluidos de este pero que indiscutiblemente corresponden a él.

**Ecuación 28. Recobrado**

**Fase 3. Normalización de las Técnicas**

Esta fase está precedida por la selección de conceptos. Concretamente se propone el uso de algunas reglas de construcción de términos para tener debidamente normalizados los candidatos terminológicos para el proceso de edición. Aquí se realiza la normalización de las entradas, formas gramaticales y se seleccionan los tipos de descriptores, además se describen algunas regularidades lingüísticas que la práctica de nuestro idioma así lo aconseja. Se recomienda usar la regla UNE.

**Fase 4. Marcado**

**Subfase 1. Organización y adopción del esquema**

En esta fase se describe la ontología del sistema. La ontología en *SKOS* realiza un conjunto de tareas de inferencia semántica de las que se deduce que el conocimiento está correcto (captura intuiciones) que se declaran a continuación:

1. C incluye D w.r.t. K ssi para *cada modelo* I de K, CI ⊆ DI esto indica que Conocimiento es mínimamente redundante (no hay sinónimos)
2. C es equivalente a D w.r.t. K ssi para *cada modelo* I de K, CI = DI Conocimiento es significativo(clases pueden tener instancias) C es *satisfiable* w.r.t. K ssi existe *algún modelo* I de K s.t. CI ≠ ∅; Consulta conocimiento x es una instancia de C w.r.t. K ssi para *cada modelo* I de K, xI ∈ CI <x,y> es una instancia de R w.r.t. K ssi para, *cada modelo* I de K, (xI,yI) ∈ RI
3. Consistencia del KB Un KB K es consistente ssi existe *algún modelo* I de K

La base de conocimiento descrita presenta una semántica donde una interpretación I satisface (modela) un axioma A (I ⊨ A):

* I ⊨ C ⊑ D ssi CI ⊆ DI
* I ⊨ C ≡ D ssi CI = DI
* I ⊨ R ⊑ S ssi RI ⊆ SI
* I ⊨ R ≡ S ssi RI = SI
* I ⊨ R+ ⊑ R ssi (RI)+ μ RI
* I ⊨ x ∈ D ssi xI ∈ DI
* I ⊨ <x,y> ∈ R ssi (xI,yI) ∈ RI
  + I satisface un Tbox T (I ⊨ T) ssi I satisface cada axioma A en T
  + I satisface un Abox A (I ⊨ A) ssi I satisface cada axioma A en A
  + I satisface un KB K (I ⊨ K) ssi I satisface ambos T y A

Los principios de la lógica descriptiva gestada en la ontología son una familia de formalismos basados en *KDF* (Knowledge *Description Formalism*-Lógica descriptiva). Los lenguajes particulares se caracterizan por ser un conjunto de constructores para construir conceptos y roles complejos a partir de otros más simples – Conjuntos de axiomas para dar aserciones acerca de conceptos, roles e individuos. Los constructores incluyen booleanos and (⊓), or (⊔), not (¬), y –; además utilizan restricciones acerca de “sucesores” en los roles usando ∃ y ∀ (figura 10).

Se declaran los axiomas que se utilizan en la ontología (tabla I):

|  |  |  |
| --- | --- | --- |
| Axioma | Sintaxis | Ejemplo |
| SubClassOf |  |  |
| equivalentClass |  |  |
| DisjointWith |  |  |
| InverseOf |  |  |
| transitiveProperty |  |  |

**Tabla I. Constructores para construir conceptos. Fuente: elaboración propia**

Posteriormente se explica la concepción de la base de conocimiento DL K = <T, donde la Taxonomía A> – T (Tbox) es un conjunto de axiomas de la forma:

1. C ⊑ D (inclusión de concepto)
2. C ≡ D (equivalencia de concepto)
3. R ⊑ S (inclusión de rol)
4. R ≡ S (equivalencia de rol)

A (Abox) es un conjunto de axiomas de la forma:

1. x ∈ D (instanciación de concepto)
2. <x,y> ∈ R (instanciación de rol)

Dos tipos de axiomas en Tbox: – *“Definitions”.*

1. C ⊑ D o C ≡ D donde C es un nombre de concepto

Definiciones pueden ser cíclicas – Axiomas Generales de Inclusión (GCIs).

1. C ⊑ D donde C es un concepto arbitrario.

El uso fundamental de un tesauro es la recuperación de información, su aplicación es buscar por conceptos, los que constituyen el núcleo primordial de *SKOS*, los términos por los que se encuentran representados los conceptos pueden ser simples o compuestos.

**Subfase 2. Marcado del tesauro**

Conceptos

Los conceptos en *SKOS* son los términos que integran un tesauro. Se distinguen por las categorías de significado y su interacción con los objetos y las propiedades correspondientes de los términos utilizados para etiquetarlos. Los conceptos en *SKOS* se describen con la clase [*skos:Concept*](http://www.w3.org/TR/skos-reference#Concept), que permite incluir términos para la indización de un recurso. La gestión o introducción de un concepto lleva dos pasos básicos:

1. elaborar o volver a utilizar un Identificador Uniforme de Recurso *(URI)* que posibilite distinguir específicamente e indubitable al concepto.
2. declarar una estructura *RDF* mediante la propiedad [*rdf:type*](http://www.w3.org/TR/rdf-schema/#ch_type), que exteriorice que el recurso reconocido a través de dicha *URI* es del tipo [*skos:Concept*](http://www.w3.org/TR/skos-reference#Concept).En la (figura 11) se modela la introducción de los conceptos en *SKOS*.

Cada uno de los conceptos que se representan en el tesauro antes de llegar a ser visualizado, conllevan un proceso de análisis íntegro donde se detectan los que resultan útiles para recuperar información de determinado dominio, cada uno, se representa mediante términos de modo que para cada uno se escoge una de las posibles representaciones como el término preferente. Para alguna de estas acciones se hacen uso en *SKOS* de las etiquetas.

Etiquetas

Los términos o conceptos se utilizan a menudo en los tesauros para unidades de lenguaje natural con diferente carga semántica, esto explica que los términos se construyen a partir del uso de la lengua. Para ello en la construcción de lenguajes de indización se utilizan las siguientes etiquetas:

[*skos:prefLabel*](http://www.w3.org/TR/skos-reference#prefLabel)*:* utilizada para indicar preferencia en el léxico, ejemplo si usted tiene el término Archivología entonces preferirá usar Archivística (figura 12 y 13).

[*skos:altLabel*](http://www.w3.org/TR/skos-reference#altLabel)*:* se utiliza para asociar sinónimo a un concepto. Un ejemplo también puede ser cuando se relaciona un concepto en inglés con otro en español (figura 14).

[*skos:hiddenLabel*](http://www.w3.org/TR/skos-reference#hiddenLabel): etiqueta léxica oculta que permite la asociación de un recurso escrito de forma correcta a un recurso con variante ortográfica, se utiliza fundamentalmente en los procesos de indexación en los sistemas de recuperación de la información. Gracias a esta etiqueta quedan disponibles términos comprensibles para diversos robots que realizan búsqueda a texto completo e indización automática (figura 15).

Cuando se trabaja con un tesauro se manejan varios tipos de relaciones semánticas entre los conceptos que lo integran, entiéndase como la relación que se establece entre un par de conceptos cuando el alcance de uno de ellos queda completamente dentro del alcance del otro. Las relaciones semánticas se establecen bajo tres tipos de categorías: equivalencia, asociación y jerarquía.

La relación de equivalencia está asociado a los problemas generados por errores de sinonimia y polisemia cuando se seleccionan los términos preferentes que identifican a cada concepto. Se distinguen entre preferentes y no-preferentes, utilizando las relaciones *USE* (usar o véase) y *UF* (usado por) (figura 16). *SKOS* sigue un patrón similar donde de igual manera las etiquetas preferentes se distinguen de las no-preferentes (alternativas), para ello se vale del empleo de las etiquetas *prefLabel* y *altLabel* ejemplificadas inicialmente.

La relación jerárquica propone que deberían existir grados o niveles de superordenación y subordinación donde el concepto superordinado represente una clase o un todo mientras que los subordinados se refieran a sus miembros o partes (figura 17).

La Norma *UNE* es una copia fiel de la Norma Internacional ISO 25964-1 del 2014 que propone etiquetas con dos tipos de relaciones y plantea su uso recíproco: cuando se tiene un concepto X establecido como genérico de otro Y, entonces Y se convierte en un concepto específico de X (propiedad inversa). Para ofrecer un acercamiento práctico (figura 18).

*SKOS* proporciona dos propiedades estándar para representar estos términos (figura 19 y 20), que permiten al igual que en la figura visualizada anteriormente, la representación de los vínculos jerárquicos, como la relación entre un género y sus especies más específicas, o, en consonancia a su interpretación, la relación entre un todo y sus partes.

La figura visualizada con anterioridad muestra un concepto X en este caso Archivos, que tiene como término genérico Y, para el caso, Archivos Cerrados atendiendo a la nota de significado. Siempre que esto ocurra se encuentra en presencia de una propiedad inversa, a lo que corresponde decir que para el ejemplo que se encuentra analizando en cuestión, Y conocido como Archivos Cerrados se convierte como acción alterna en Término Específico de X Archivos y el razonador del programa realiza una inferencia, aplicando la propiedad inversa sin necesidad del llenado de los campos de forma manual (figura 21).

La relación asociativa (figura 22), incluye las asociaciones entre pares de conceptos que, aunque no se encuentran relacionadas jerárquicamente, lo están semántica o conceptualmente, hasta el punto que es necesario hacer explícito en el tesauro el enlace que existe entre ellos porque pueden sugerir términos adicionales o alternativos, que son enriquecedores para el proceso de indización, las estrategias de búsqueda y el grado de conocimiento (UNE, 2014).

*SKOS* para denotar una relación de asociación entre dos conceptos utiliza la etiqueta [*skos:related*](http://www.w3.org/TR/skos-reference#related)(figura 23).

Las relaciones definitorias o aclaratorias, aunque no se incluyeron al inicio dentro de los tres tipos de categorías también se destacan en un tesauro, entiéndase por esta relación a la descripción de la aplicación de un descriptor. Se emplea para representarlo la notación NA (Nota de Alcance). *SKOS* también trabaja bajo ese precepto y establece que “los conceptos a veces tienen que definirse con mayor precisión utilizando documentación ("informal") que sea legible para las personas, como notas de alcance o definiciones*”* (Pastor y Martínez, 2010).

El Manual de *SKOS* es muy específico respecto a la propiedad [*skos:note*](http://www.w3.org/TR/skos-reference#note)*,* y la provee para representar este tipo de relación, se explota con fines de incorporar información de carácter general, sin embargo se especializa en otras como:

1. *skos:scopeNote:* proporciona información, posiblemente parcial, sobre el significado de un concepto, sobre todo como una indicación de cómo se limita su uso en los procesos de indización (Pastor y Martínez, 2010). Para reproducir cada una de las variantes de *skos:note* se tomó el concepto Archivos (figura 24).
2. *skos:definition*: se utiliza para ofrecer una información detallada de la acepción de un concepto (figura 25).
3. *skos:example*: se emplea para ejemplificar la función de un concepto (figura 26).
4. *skos:historyNote:* se maneja para reflejartransformaciones de peso en la acepción o morfología de un concepto (figura 27).

También contiene dos especializaciones de skos:note que resultan eficaces para los gestores o editores de sistemas de organización: *skos:editorialNote* y *skos:changeNote*.

1. *skos:editorialNote*: se explota como una especialización de configuración, mediante advertencias de tareas que quedan por elaborar o indicaciones para modificaciones editoriales que pudiesen ocurrir a corto o largo plazo (figura 28).
2. *skos:changeNote:* se utiliza para notificar al editor o gestor de cambios muy específicos efectuados a un concepto como consecuencia de modificaciones en su administración y mantenimiento (figura 29).

Es imprescindible tener en cierto nivel los conceptos seleccionados con sus respectivas etiquetas y asociaciones relacionales, hasta aquí pueden utilizarse como entidades independientes, sin embargo, una vez que se obtiene esto es necesario asociarlos a un vocabulario con un nivel de recopilación cuidadoso, en este caso un tesauro y más específico DOCUTES (Tesauro de Ciencias de la Documentación), al realizar esta operación de asociar por ejemplo el concepto Archivos al tesauro DOCUTES al activar el razonador este realiza inferencias y por defecto todos los términos que se asocian al concepto automáticamente lo hacen al tesauro, este proceso se denomina esquemas de conceptos. Para realizar esta operación SKOS proporciona la propiedad [*skos:ConceptScheme*](http://www.w3.org/TR/skos-reference#ConceptScheme) específicamente mediante la propiedad [*skos:inScheme*](http://www.w3.org/TR/skos-reference#inScheme) (figura 30).

Hasta el momento no solo se seleccionan los conceptos y establecen etiquetas y relaciones, sino que además se puede referenciar su contexto de procedencia, pero qué sucedería si los conceptos no pertenecieran al mismo esquema, si se encuentran en esta parte del proceso desde diversos contextos puede que los términos guardaran un significado similar. Para ello *SKOS* ofrece la posibilidad de mapear los esquemas de conceptos mediante el uso de dos propiedades [*skos:exactMatch*](http://www.w3.org/TR/skos-reference#exactMatch) y [*skos:closeMatch*](http://www.w3.org/TR/skos-reference#exactMatch) (figura 31).

Otro aspecto importante además de poder esquematizar conceptos y mapearlos es establecer el orden de los mismos dentro de la colección, para realizarlo *SKOS* facilita la clase [*skos:OrderedCollection*](http://www.w3.org/TR/skos-reference#OrderedCollection) junto a la propiedad [*skos:memberList*](http://www.w3.org/TR/skos-reference#memberList), primero hay que declarar que el concepto forma parte de una lista de miembros (figura 32) y luego al guardar los cambios apreciar cómo se van organizando los conceptos (figura 33).

**Fase 5. Edición y Difusión**

La edición y difusión del tesauro se realiza mediante *VocBench*. El sistema gestiona en línea para todas las entidades de la red un tesauro único, editado y aprobado por sus bibliotecarios. El primer paso para instaurar el *VocBench* es el establecimiento de los roles de edición. Para ello se propone lo siguiente: 2 administradores de Sistema (asignan roles y dan permisos), 2 expertos en *SKOS* (modifican la ontología y gestionan los mecanismos de inteligencia artificial, 5 revisores (aprueban los términos que han de usarse en el sistema de indización de red), los editores (construyen las relaciones terminológica y proponen términos), finalmente el difusor o publicador es quien publica la ontología para que sirva a los sistemas de la red (*Dark Archieve*, ABCD, *Dsapce* y *Moodle*).

La primera interfaz es la de inicio donde el programa solicita las credenciales y en correspondencia a los roles establecidos otorga permisos específicos para el trabajo en el software (figura 34).

Los conceptos o términos pueden ser exportados directamente del Protegé mediante una ontología creada con antelación, para una mejor comprensión de sus potencialidades se presentan casos desde la introducción de los términos desde la etapa inicial (figura 35). El riesgo que se corre al trabajar desde el *VocBench* es que el trabajo del especialista al tratar el corpus es más riguroso pues no detecta errores que se cometen en la introducción de las familias de palabras con sus múltiples relaciones.

Las etiquetas son introducidas atendiendo a la preferencia del uso de un concepto con respecto a otro por tener asociado terminología con significado similar (figura 36).

En el área de las notas se pueden agregar definiciones de los conceptos, ejemplos de diferentes conceptos, datos de carácter histórico, notas de edición, variación en el funcionamiento del término o transición que se deba ejecutar a corto o largo plazo. En la (figura 37 y 38) se ejemplifica la opción de añadir la definición de un concepto.

Para definir que un concepto pertenece a un esquema de orden ontológico específico, primero se deben crear los esquemas, esto es posible mediante la propiedad *skos:ConceptScheme* y para reflejar esta aplicación se introduce el primer esquema con el que se trabajó: DOCUTES (figura 39).

Al crearse los esquemas de orden DOCUTES y UNESCO se deben declarar los términos que pertenecen a cada uno, ante la posibilidad de que, aunque estuviesen en tesauros diferentes posean un significado similar (figura 40). Luego que se tienen los conceptos registrados con el tesauro del que proceden, se puede establecer relación de similitud o cercanía (propiedad *skos:closeMatch*) entre los términos que lo integran. Para ello, se selecciona uno de los conceptos que se van a relacionar, en la ventana que aparece para ejecutar las propiedades se escoge la de cercanía (figura 41); seguido a ello el programa se desplaza automáticamente hacia otra ventana donde se elige finalmente el término con el que guarda este tipo de relación el concepto seleccionado (figura 42).

En la (figura 43) se visualiza la organización de algunos de los conceptos introducidos hasta el momento, estableciendo previamente los conceptos y sus relaciones, etiquetas y notas, estando esquematizados y mapeados.

Cuando se trabaja con los términos se puede visualizar el historial de las acciones realizadas sobre los mismos (figura 44) y una vez culminado todo el proceso de introducción de los términos con sus respectivas modificaciones proceder a la fase de validación o rechazo.

Finalizando se pueden exportar los datos (figura 45) y observar el fichero xml con la visualización total de la ontología (figura 46).

1. **Conclusiones:**
2. Los referentes teórico conceptuales y metodológicos sobre la elaboración de tesauros han sido descritos desde la Ciencias de la Computación en su vertiente recuperacionista desde la década del 40, permeados de un paradigma multidisciplinar, utilizando metodologías provenientes de la lingüística, la semiótica textual, las Ciencias de la Información y la lingüística de Corpus.
3. Los procedimientos de construcción automática de tesauros se valen de técnicas mixtas para lograr su efectividad en la elaboración de léxicos, dichas técnicas han evolucionado desde simples análisis estadísticos hasta modelos de Big Data, lo que evidencia el culmen de técnicas y procedimientos que sustentan esta actividad.
4. Las técnicas discriminantes utilizadas para medir la calidad terminológica permiten la obtención de clusters de palabras candidatas a incluir en el tesauro, además de determinar la riqueza léxica del corpus.
5. El procedimiento cuenta con 5 fases que integran técnicas computacionales de manera sinérgica y holística procedentes del terreno de la minería de texto, aplicando reglas de construcción ontológica y de marcado, normando la estructura lingüística y difundiendo los contenidos estructurados en el sistema de conocimientos, lo que asegura su operatividad sistémica.
6. El procedimiento para la construcción de tesauros en SKOS para las bibliotecas asociadas a la Red TIC del Proyecto VLIR en Cuba, contiene los elementos necesarios para el desarrollo de la actividad de indización, solucionando en alguna medida las problemáticas existentes en cuanto a la interoperabilidad semántica amparada en el manejo de la Norma UNE.
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